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Abstract

Cooperative multi-agent reinforcement learning (MARL) has been an increasingly
important research topic in the last half-decade because of its great potential
for real-world applications. Because of the curse of dimensionality, the popular
"centralized training decentralized execution" framework requires a long time in
training, yet still cannot converge efficiently. In this paper, we propose a general
training framework, MARL-LNS, to address these issues by training on alternating
subsets of agents using existing deep MARL algorithms as low-level trainers, while
do not involve any additional parameters to be trained. Based on this framework,
we provide two algorithms, random large neighborhood search (RLNS) and batch
large neighborhood search (BLNS) which alternate the subsets of agents differently.
We test our algorithms on both the StarCraft Multi-Agent Challenge and Google
Research Football, showing that our algorithms can significantly reduce training
time while reaching a better final skill level compared to the original low-level
trainers in most cases.

1 Introduction

In recent years, multi-agent reinforcement learning (MARL) has split into cooperative multi-agent
reinforcement learning and competitive multi-agent reinforcement learning. Competitive MARL
has many theoretical guarantees following the previous studies in game theory, and has substantial
success in domains like Poker [[1], Diplomacy [2,[3]. On the other hand, cooperative multi-agent
reinforcement learning focuses more on training a group of agents and making them coordinate with
each other when everyone shares the same goal, or their goals need coordination. The cooperative
MARL community has also succeeded in many real-world applications like autonomous driving [4]],
swarm control [5]], autonomous warehouse [6l [7], and traffic scheduling [8]].

While previous research has shown that MARL can converge to a good policy that wins in a game
or finish some tasks in a given time, how to train the agent efficiently remains a very big challenge.
Existing cooperative MARL algorithms face difficulties in the iterative process of simultaneous policy
updates by all agents, especially in scenarios involving a large number of agents. This challenge arises
from the curse of dimensionality, wherein the total size of joint state-action spaces exponentially
grows with the number of agents involved. To address this issue, researchers have introduced agent
priorities or orders to let some agents know more than just the joint state, such as knowing what
actions other agents are going to choose, and what other agents are going to learn in the next phase
[9]]. In these cases, only one agent is supposed to choose an action during the learning based on the
raw input, and other agents can rely on the additional information that the previous agents provide.
However, this line of research usually requires a more centralized training scheme which in turn
needs much more effort to make the policy be deployed to execution.
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In this paper, we propose a new learning framework that reduces the time used in the training process
of cooperative MARL without harming the performance of the final converged policy. We split the
training into multiple iterations, which we called LNS iterations, and we only consider the training
introduced by a fixed group of agents in each iteration. We choose a subset of agents that are used in
training for a certain number of training iterations using existing deep MARL algorithms to update
the neural networks, and then alternate the subsets of agents so that we do not overfit the policy to
one certain subgroup of agents while we need to control all of them. We call the group of agents we
are considering the neighborhood, and call our framework large neighborhood search (MARL-LNS),
whose name comes from similar methods used in combinatorial optimization [[10]. Since we only
change the training in high-level, combining our MARL-LNS framework with any existing MARL
algorithm is quite easy and simple. Our framework successfully reduces the dimension of the joint
action space that we are considering at the same time from | A|™, where n is the number of agents, to a
joint action space of | A|™, where m is the size of the neighborhood of agents that we consider in each
iteration of the neighborhood. We provide a theoretical analysis that after multiple LNS iterations, the
optimal action learned in this reduced joint action space could still hold the convergence guarantee
provided by the low-level MARL algorithm.

With our framework, we provide two simple yet powerful algorithms, RLNS and BLNS, using
MAPPO [11] as the low-level trainer. To show the capability of our framework, our algorithms rely
on random choices of which group of agents is used in training and do not require any hand-crafted
or learned heuristic to select the neighborhood. Thus, our algorithms also do not introduce any
additional parameters to the training.

We test our algorithms in many scenarios in the popular StarCraft Multi-Agent Challenge (SMAC)
[12] and Google Research Football (GRF) [[13] environments, and show that our simple algorithms
can reach at least the same level of performance while we can be substantially faster than the baselines
in terms of wall clock time. We provide an ablation study on how the number of agents in the training
neighborhood at each period affects the performance of the algorithms and the training time.

2 Related Works

Cooperative multi-agent reinforcement learning has been a popular research topic in the past few
years. The most popular solution framework is the centralized training decentralized execution
(CTDE) framework, in which two of the most popular lines of research are the value-based research
like VDN [14]], QMIX [15], QTRANI16], WQMIX [17], QPLEX]18]], and policy-based research
like MADDPG [19], COMAJ20] and MAPPO [11]]. While many of these works are performing
well in many scenarios, the curse of dimensionality problem, posed by the fact that the joint state-
action space is exponentially big in the number of agents, is still a challenge to the convergence
of MARL algorithms. Therefore, recently researchers have been trying to reduce the state space
size by introducing orders to the agents. Agents can make decisions based on other agents’ known
actions [21 22| 23| 24], or get trained in turns so that there is always one agent that is currently
being trained [25]]. Other researchers have directly taken the learning process of other agents into
account, and proposed to change the update formulation to address them, resulting in algorithms
like LOLA [26], POLA[27] and HLA[28]]. Our algorithms train part of the total set of agents at a
time, which is different than reducing the training to one agent at each time, and we are not actually
letting the agents implicitly know that in the framework. A few recent works propose using only
local neighborhood information at each timestep to keep the joint state-action space small [29]. Our
algorithm framework is different from those by not changing the neighborhood used at each timestep
in one episode, but only changing it after enough training iterations. In this way, we do not need to
build a graph and consider distances in how the neighborhood is formed, which is hard in many tasks.
Other works like VAST [30] proposed to factorize the coordination into a sum over a few smaller
sub-groups with smaller joint-action space, while our algorithm will only train one sub-group at one
time so this small joint-action space is very stable in each LNS iteration, while also using shorter
training time in each training iteration. Recently, DER[31] also proposed to use part of the data in
training, but they focused on training the policy efficiently in the beginning, while we are focusing on
the overall efficiency and effectiveness.

Our large neighborhood search algorithm shares the same name as a group of similar algorithms
used in combinatorial optimization (CO) and multi-agent path-finding (MAPF) communities. Large
neighborhood search has been extensively used in combinatorial optimization problems since pro-



posed [10], such as vehicle routing [32] and solving mixed integer linear programming [33| [34].
Similar ideas have also been used to help convergence in game theory by fixing a group of agents
[35]]. Recently, the same technique has been introduced to multi-agent path finding, where they fix
the path of a group of agents and replan the path of other agents at each iteration [36} 137, 38]. In
these algorithms, the decisions of the variables/agents in the chosen neighborhood are updated such
that this "move" results in a better overall solution to the optimization problem. Even if the name
is the same, our framework is completely different from theirs: these optimization domains do not
have the trouble of learning, and they do not need to worry about the result of applying a move’
in the chosen neighborhood (in our case, resulting in an updated policy) leading to a worse overall
solution, which is one of the big problems the uncertainty of MARL can have; the existing papers
mostly solve the subproblem implied by the neighborhood from scratch at each iteration, while our
framework does not require the agents to be trained from scratch so that we do not need to resample
all the trajectories and waste time on early near-random samples.

In one special case of our algorithm, when the size of the neighborhood is 1, our algorithm be-
comes iterative learning, which has been widely used in equilibrium findings, for example, Nash
Equilibrium[39]], Strong Stackelberg Equilibrium [40], Perfect Bayesian Nash Equilibrium[41]], and
distributed partially observable Markov decision process [35]. While their works mostly use iterations
to make the training more stable and smooth because everyone has their own reward, our work also
focuses on reducing the time in each training iteration.

3 Preliminaries

3.1 Dec-POMDP

In multi-agent reinforcement learning, agents interact with the environment, which is formulated as a
decentralized partially observable Markov decision process (Dec-POMDP). Formally, a Dec-POMDP
is defined by a 7-tuple (S, A, O, R, P,n,~y). S is the state space. A = (A1, Aa, ..., A,) is the action
space for each agent. O(s, 1) is the observation function that takes the current state and the agent
number as inputs and outputs the specific observation o; for agent i. P(s’|s, A) is the transition
probability from s to s’ given the joint action a = (a1, as, . .., ay,) for all n agents. R(s, a) denotes
the shared reward function that every agent received. -y is the discount factor used in calculating
the cumulative reward. In most MARL papers, an extra function D(s, a) is introduced, which maps
the state and action together to a binary signal that indicates whether the process is complete (done)
after doing the action at the current state. During the episode, agents use a policy m;(a;|o;) to
produce an action a; from the local observation o;. The environment starts with an initial state s*,
and stops when the environment provides a true in the done signal. The target of the learning is to

find a policy within the valid policy space m = (w1, 72, ..., 7, ) € II that optimizes the discounted
accumulated reward J = Eg¢ 4¢3, 7" - 7%, where s’ is the state at timestep ¢, r* = R(s, a’), and
a = (al,a, ..., al) is the joint action at timestep ¢.

3.2 Centralized Training Decentralized Execution

One of the most popular training frameworks for MARL in recent years is the Centralized Training
Decentralized Execution (CTDE) framework. The framework can be further split into two branches,
namely, value-based algorithms like QMIX [15]], and policy-based algorithms like MAPPO [11]. In
this paper, we mainly focus on the second one, the policy-based algorithms.

In these algorithms, a trajectory 7 is a list of elements that contains all the information of
what happens from the start to the end of one run of the environment, typically 7 =<
styal,rt, s?,a2,72,...,s",a’, 7 >. During the training of CTDE algorithms, the trajectories
are split into trajectories in the view of every agent 7 = (11,72, ...,7T,), which contains useful
information in terms of each agent and forms an individual trajectory. The information included in
each 7; depends on the algorithm that is used, for example, MADDPG needs to train a centralized
value function, 7; is the same as 7. However, for MAPPO with GAE, the value function only needs
the centralized state but not the joint action, so 7; =< s',al,r!,s% a2, 7%, ... st al,r* > which
reduce the joint action as needed.



Algorithm 1 Large Neighborhood Search for MARL (MARL-LNS)

1: Initialize value network V' and policy network 7.

2: repeat

3:  Choose the neighborhood R = NeighborhoodSelect().

4 repeat

5 Reset the replay buffer.

6: repeat

7: Sample trajectory 7 = (71,72, 73, . . . , T, ) from the environment according to 7.
8: Save T, , Try, ..., Tr,, to the replay buffer.

9: until Sampled Enough Trajectories.
10: Train V' and 7 using the replay buffer with low-level algorithm.

11:  until Trained Enough Iterations.
12: until Reach The Stopping Criteria for LNS

4 Large Neighborhood Search for MARL

4.1 Large Neighborhood Search Framework

Large Neighborhood search is a popular meta-heuristic used in combinatorial optimization and
multi-agent path finding for finding good solutions in challenging problems where finding the optimal
solution is extremely time-consuming and infeasible in reality. Starting from an initial solution, part
of the solution is selected, called a neighborhood, and then destroyed. The optimizer then needs to
rebuild the solution for the parts in the neighborhood while knowing the solution for the remaining
parts and freezing their values for efficiency. Because a solution needs to also be feasible with respect
to hard constraints in the optimization domains, LNS mostly serves as a good method to enable
the possibility of starting with a fast but far-from-optimal algorithm for finding a feasible solution
and then improving the solution using other algorithms that is slow but has a better solution quality
until the time limit. This normally results in an anytime algorithm, which is favorable for real-world
concerns. However, in MARL, the policy at any training time can be used, making the training
process naturally an anytime algorithm, and the purpose of LNS in our paper is for a shorter training
time and better solution quality.

While the high-level idea can lead to many completely different algorithms, we now give a detailed
description of our framework in MARL. During training, we always keep a group of m agents,
where m is a hyperparameter that we can choose. We call this group of agent a neighborhood
R ={ry,ra,...,mm}, and m is the neighborhood size. Then we first sample a batch of data from
the environment. During the sampling process, we decouple full information trajectory 7 to n
subtrajectories (71,72, ..., T, ), where 7; is to be used to train agent i respectively. Then we only
keep the trajectories for the agents that are in the neighborhood, and put them into the replay buffer
that is later used for training. Thus, the trajectories that we save are the set of {7, Ty, ..., T, }-
We do one training when enough data for one batch is sampled, using existing training algorithms
like MAPPO. In this way, the training data only contains the information used to train the agents
in the neighborhood. We repeat the trajectory sampling process several times until a new group of
agents is resampled as the new neighborhood. We call the sampling of trajectories and training for
one fixed neighborhood an LNS iteration. The pseudo-code of our algorithm is provided in Alg.[I]

Unlike many existing works focusing on data efficiency, our algorithms gain efficiency by training
faster in each batch because fewer data are now used for backpropagation. Also, when every agent
has the same action space, the total joint action space we have is reduced from | A|™ to | A|™. This
means that in each LNS iteration, the algorithm needs a shorter time to explore the possible joint
actions before it converges to a stationary point.

As a high-level approach, our algorithm does not have the specification on how the data is used for
training, and how coordination is solved in the framework. Because of this, the lower-level MARL
algorithm, which uses the data to train the neural network, is very flexible. In this paper, we choose
to use MAPPO [11]] as the low-level algorithm as an example. In MAPPO, there is a centralized
value function that concatenates all observations from all agents in the environment. Even if some
agents are not included in the neighborhood and thus not used in training, their observations are still
kept in the input of the value function as global state information, so we do not need to retrain from



scratch the value function in each LNS iteration. We want to clarify that although in this paper we
only consider a policy-based algorithm as low-level algorithm, value-based frameworks like QMIX
[15] can also use our framework by only using the trajectory of agents in the neighborhood to train
the local Q networks and fix the mixing network until the end of each iteration.

Next, we give theoretically analyze our algorithm to show that the convergence guarantee will not
be affected by the introduced framework. Our algorithm can be reduced to a block gradient descent
algorithm (BCD) by letting each variable used in the optimization is the policy of each agent, and the
objective value is our reward function. BCD is studied a lot by optimization theory researchers [], and
its convergence rate is proved under different conditions. Here we provide a convergence guarantee
that fits the multi-agent deep reinforcement learning framework the most:

Theorem 4.1. [42]] Assume the expected cumulative reward function J is continuously differentiable
with Lipschitz gradient and convex in each neighborhood partition, and the training by the low-
level algorithm guarantees that the training happening on the i-th neighborhood is bounded by
a high-dimension vector w; on the joint policy space I1. Define the optimality gap as N;(w) :=
SUP#IL, |7 —r|<c'w; J& — Jr, Where c is a constant. Suppose Zfil w? < oo, and let the policy after
the k-th LNS iteration be 7*. Then the following hold:

1L I]‘Zfi1 |w;| = 0o, and A; = O(|m — 7|?), then the training can converge to a stationary
point.

2. If the optimality gap is uniformly summable, i.e., Y ;- A; < oo, then there exists some
constant ¢ > 0 such that for i > 1,
T — 7k c

< —
)] < S
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Specifically, the assumptions on w; are common assumptions for convergence in MARL, and are
normally handled by the learning rate decay mechanism in the learning optimizer together with the
clip mechanism in reinforcement learning algorithms like TRPO and PPO. Furthermore, because the
expected reward function J is based on policy rather than action, the continuously differentiable
condition is also satisfied in environments with a continuous policy space. This theorem guarantees
that the convergence of MARL-LNS is irrelevant to the neighborhood size m, thus the final policy
learned by MARL-LNS is the same as the vanilla policy optimization, which is the special case
of the size of the neighborhood being the same as the number of agents. However, in reality, the
learned policy may be worse than the policy learned by the low-level algorithm if the learning rate
and exploration are not handled properly.

Furthermore, because our framework does not control the training part, which calculates how the
data is turned into loss to train the network, our algorithm holds any monotonic improvement bound
that is provided by the low-level algorithm.

4.2 Random Large Neighborhood Search

While many previous works of large neighborhood search in CO and MAPF focus a lot on neighbor-
hood selection, in this paper we show the capability of our framework by choosing the neighborhood
randomly and do not introduce any hand-crafted heuristics. Such a random-based algorithm has been
shown to work decently in combinatorial optimization [43,[34].

For simplicity, we assume that the neighborhood size m is fixed throughout the training, and the total
training episodes are split uniformly for different neighborhoods, so the criteria of having trained
enough iterations for the neighborhood in Alg.[I]is now replaced by comparing the number of training
that has been done to the number of training in one neighborhood. The neighborhood selection part
is instantiated with uniformly sample m agents from 1,..,n without replacement as random.choice
do in NumPy . Given a large number of training iterations in training, the random play a similar
role to stochastic gradient descent which also randomly samples part of the training data for training.
Typically, a random-based algorithm will converge with many fluctuations, but fluctuations can also
serve as a good way of exploration in multi-agent reinforcement learning, and it is not a problem for
converging. We provide the pseudo-code of Random Large Neighborhood Search (RLNS) in Alg.



Algorithm 2 Random Large Neighborhood Search (RLNS)

1: Input: neighborhood size m
2: Initialize value network V" and policy network 7.

3: repeat

4: R = random.choice(n,m).

5:  repeat

6: Reset the replay buffer.

7: repeat

8: Sample trajectories 7 = (11, T2, 73, . . ., T, ) from the environment according to 7.
9: Save T, , Try, ..., Tr,, to the replay buffer.
10: until Sampled Buf fer_length trajectories.
11: Train V' and 7 with the replay buffer using MAPPO.

12:  until Trained N7,qining_per_neighborhood TOUNds.
13: until Has done NN s iterations lterations.

Algorithm 3 Batch Large Neighborhood Search (BLNS)

1: Input: neighborhood size m.

2: Initialize value network V" and policy network 7.

3: Initialize a permutation of n: (p1, pe, .. ., P ), and a neighborhood index idz, = 1.
4: repeat

5: R={}.

6:  while |[R| < mdo

7: R=RU Didz,,-

8: tdx, = idz, mod n + 1

9:  end while
10:  repeat
11: Do one round of training. (The same code as Line 6-11 in Algo.[2})

12:  until Trained N7, qining_per_neighborhood TOUnds.
13: until Has done NN s iterations lterations.

4.3 Batch Large Neighborhood Search

While pure random can introduce a lot of variance to the training, here we also provide a batch-
based large neighborhood search (BLNS) algorithm. Unlike RLNS, we create one permutation
(p1,p2,...,pn) of all agents before any training starts. Again for simplicity, the permutation is
created randomly in this paper. After creating the permutation, we select the agents in order whenever
we want to select the next group of neighborhoods. In other word, given the fixed neighborhood size
m, the first neighborhood would be {p1, pa, . . ., Pm } the second would be {py+1, Prmt2s - -+, P2m }»
and keep going like this. If m cannot be divided by n, the neighborhood that includes the last agent
pp, will also include agent p;, and keep going from ps, p3 to p,, again. All other parts of BLNS are
the same as RLNS. The pseudo-code is provided in Alg.

BLNS, as its name goes, is very similar to batch gradient descent. With a batch-like training
framework, the training is smoother than the pure random-based algorithm RLNS and can provide a
better final policy in most cases. Our algorithm differs from the batch gradient descent in that our
training samples are not independent and identically distributed (i.i.d.) over the possible space.

S Experiments

5.1 Experimental Settings

In this paper, we test our results on both StarCraft Multi-Agent Challenge (SMAC) and Google
Research Football (GRF) environments which are shown in Fig. [T|and Fig. 2] While we will provide
the settings specific for each environment later, we first provide some common information here.

We have used some of the most common settings used in cooperative MARL. We use parameter
sharing between agents because it has been shown to improve the training efficiency while not harming
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Table 1: Median evaluation win rate and standard deviation on SMAC testbed. We use tables provided
in and [46] for baseline numbers for MAPPO, IPPO, Qmix, and CoPPO.

MAPPO IPPO QMix CoPPO RLNS BLNS

Smvsém  89.1 (2.5 87.5(23) 758(3.7) 844(2.1) 969(82) 969 (3.6)
MMM2 90.6 (2.8) 86.7(7.3) 87.5(2.6) 90.6(6.9) 969 (31.8) 96.9 (4.7)
3s5zvs3s6z  84.4 (34.0) 82.8(19.1) 82.8(5.3) 84.4(2.9) 87.5(44.0) 12.6(31.8)
27mvs30m  93.8 (2.4)  69.5(11.8) 39.1(9.8) 93.8(2.2) 90.6(2.5) 93.8(7.2)
10mvsllm 969 (4.8) 93.0(74) 953(1.0) 969 (2.6) 93.8(53) 96.9 (2.4)

the performance [44]. We use some common practice tricks in MAPPO, including Generalized
Advantage Estimation (GAE) with advantage normalization, value clipping, and including
both local-agent specific features and global features in the value function [11]]. We use the same
hyperparameters and network designs as our low-level training algorithm MAPPO [11], and the full
table of hyperparameters is provided in the appendix. For our algorithms, instead of setting a number
of how many times of training is used for each LNS iteration, we use an equivalent version of providing
the total number of different neighbors, so the number of how many times of training are just the
total episodes divided by the number of different neighborhoods, i.e., N7raining_per_neighborhood =
NI Ns iterations/N1, and N is the new hyperparameter we control. By default, the neighborhood
size is half of the total number of agents. All results are trained on servers with a 16-cores xeon-6130
2.10 GHz CPU with 64GB memory, and an NVIDIA V100 24GB GPU.

5.2 SMAC Testbed

We test our algorithms on 5 different random seeds. For each random seed, we evaluate our results
following previous works: we compute the win rate over 32 evaluation games after each training
iteration and take the median of the final ten evaluation win rates as the performance. We compare
our algorithm with CoPPO, MAPPO, IPPO and QMIX. We only test our results in scenarios that are
classified as hard or super-hard, because many easy scenarios have been perfectly solved, and our
algorithm will become iterative training, which has been studied a lot, in scenarios that include only
2 or 3 agents.

We report our results in Table. [T]and Fig.[3] We observe that the performance of our algorithms is at
least at the same level as the current algorithms in terms of win rate, while actually getting a higher
final win rate in difficult scenarios like Smvs6ém and MMM?2. Furthermore, RLNS generally have a
bigger variance than BLNS, which is coming from the pure-random-based neighborhood selection,
but this random also enables RLNS to get good policy in the very hard 3s5zvs3s6z scenario where
BLNS fails in 3 seeds and ends up with a low median value.

5.2.1 Ablation Study on Neighborhood Size

After showing that our algorithms are good in terms of learning the policies, we now use an ablation
study on neighborhood size to show how our method provides flexibility to trade off a tiny win rate for
faster training time. As a special case, when changing the neighborhood size to 1, BLNS is iterative
training, and when the neighborhood size is as big as the total number of agents, our framework is
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Figure 3: Training curves for RLNS and BLNS compared to MAPPO on some SMAC scenarios.

Table 2: Median value and the standard deviation on evaluation win rate for RLNS with different
neighborhood sizes m, together with their average training time and average updating time (training
time include both sampling time and updating time) for 1k episodes on 27m_vs_30m scenario on the
SMAC testbed. Specifically, when m = 27, RLNS will automatically downgrade to MAPPO.

m 1 3 5 10 15 27 (MAPPO)
Win Rate (%) 31(3.9) 625283) 875(53) 90.6(8.2) 93.8(7.2) 93.8(3.8)
Training Time (s) 7.14 7.35 7.37 8.22 9.29 9.52
Updating Time (s) 2.10 231 2.35 4.02 5.10 5.33

the same as the low-level algorithm MAPPO. We did not change the total environment steps used in
training because we do not see any benefit in doing that.

We test BLNS on the 27mvs30m scenario, because it has the biggest number of agents. We show our
results in Table. [2]and Fig.[d] We observe that when increasing the neighborhood size, the final win
rate is improving, while the time usage is also bigger. When we set the neighborhood size m to 10,
the final performance is within one standard deviation of the low-level algorithm, while the training is
15% faster. And if we set the neighborhood size m to 5, the final performance is within two standard
deviations of MAPPO, with only 77% of the original training time used. We also observe from Fig. [4b|
that given a limited training time that is not enough for convergence, by reducing the neighborhood
size to 5 or 10, the learning can be significantly more efficient than using more. This saving in time is
because even though our CPUs are more old-aged compared to our GPUs, the sampling time in CPUs
is only taking 44% of the total training time used to train MAPPO as shown in Table. 2] All other
time is spent on transferring data between CPU and GPU and updating the neural networks on GPU,
which are the time related to updating that can be largely saved by removing part of the training data.

Table 3: The average evaluation win rate of BLNS in different settings compared to RLNS and
other baselines on GRF. We have let Npyqining per_neighborhood = INLNS_iterations/NT. We use
the numbers in the MAPPO paper [11]] for baselines under the line.
Win Rate (%)

BLNS (m =7, Ny = 20) 65.6(8.1)

BLNS(m = 5, Np = 20) 57.4(6.0)

BLNS(m =7, Ny = 10) 42.4(3.1)

BLNS(m =7, Ny = 5) 42.2(1.8)

RLNS(m =7, Np = 20) 58.0(13.5)

MAPPO 65.53(2.19)
QMix 16.10(3.00)
CDS 3.80(0.54)
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Figure 4: The training curve of BLNS on SMAC when different neighborhood size m is given.

5.3 GREF Testbed

We test our algorithms on 5 different random seeds. We evaluate our results in a similar way as we
do in SMAC, but we change as common practice: instead of evaluating in 32 evaluation games, we
evaluate the result in 100 rollouts, and instead of reporting the median value we report the mean
value. Because most scenarios in this testbed have a number of agents less than 6, we only test the
algorithm on the corner scenario, which is shown in Fig. 2]

While testing our algorithm on this testbed, we found that the number of different neighborhoods
used in our algorithm is also quite important for efficient training. While fixing the number of total
episodes used in the experiment, changing the number of iterations Nz N iterations tO a large number
will reduce the number of training in each iteration, and make none of the neighborhoods actually get
close to the equilibrium in it. On the other hand, setting N1 s iterations Will fail to learn a policy
that takes all agents into account. Thus, we need to find a good number in the middle.

The results are shown in Table.[3] Even if this test case is naturally heterogeneous, we observe that
giving a good hyperparameter to BLNS will give our algorithm the same level of performance as
MAPPO that is within one standard deviation, and applying the same group of hyperparameters to
RLNS can learn the policy with larger variance. In this hyperparameters setting, BLNS and RLNS
are trained 13% faster than MAPPO in time. We also find that the performance is optimal when the
number of LNS iterations is 20, which is still not too big to make the neighborhood always change.

Comparing the effect on different hyperparameters feed into our models, the neighborhood size
does make a difference as we have already shown in the SMAC testbed, but it is less important
than the number of iterations in this testbed as long as m is not too small in GRF environment.
However, such a change in the result caused by changing N is not observed in the SMAC testbed.
We believe the number of iterations is closely related to the actual task, and we encourage future
work to systematically study how this hyperparameter should be set.

6 Limitations and Potential Negative Impact

While our algorithms are performing well in SMAC and GRE, there are two major limitations in our
algorithms. First, our algorithm framework MAPF-LNS relies on the fact that in big and complex
environment, not all agents are used to fulfill a single task, but agents are learned to split the job into
different tasks and do their own parts. Because of this, the Multi-domain Gaussian Squeeze (MGS)
environment used in the Qtran paper [16] is one counter-example that requires strong cooperation
within all agents and thus leads to unstable and slow convergence using our algorithms. Second,
our current random-based neighborhood selection algorithms assume that all agents are similar, and
no agents have a higher priority, higher importance, or significant difference from others in the
environment. This is not applicable to some real-world scenarios where some agents should have
higher priority, for example, a fire engine in the traffic system. For the same reason, the marginal
distribution could be ignored during training which may lead to fairness issues if the neighborhood
selection is not taking these into account as current RLNS and BLNS do, and this could lead to a
potential negative social impact. We do not see any other potential negative impact for MARL-LNS.



7 Conclusion

In this paper, we propose a novel large neighborhood search framework (MARL-LNS) for cooperative
MARL. Building upon MARL-LNS, we design two algorithms RLNS and BLNS that select the
neighborhood differently. We theoretically and empirically show that our algorithms can greatly
improve training efficiency while not harming the final policy, and even help learn a better policy in
hard scenarios like MMM2 in SMAC.
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A Implementation Details for Experiments

Here we provide the hyperparameter table for our experiments. While most results in the experiment
section are from previous paper [11] and [46l], we only provide the hyperparameter for our algorithms.

Table. [ provide the neighborhood size used specifically for each scenario, while Table. [5| provide
other hyperparameters that exist in the low-level training algorithm MAPPO. Hyperparameters are
not specified by search but by directly using the recommended variables used by the low-level training
algorithm MAPPO, except for the number of parallel environments which is limited by the core of
our server. In SMAC environments, the number of neighborhood iterations is set to 8.

Neighborhood size m

Smvsom 3
mmm?2 2
3s5zvs3z6z 5
27mvs30m 15
10mvsllm 5

Table 4: Hyperparameter Table for neighborhood size used in RLNS and BLNS.

Hyperparameters value
recurrent data chunk length 10
gradient clip norm 10.0

gae lamda 0.95
gamma 0.99
value loss huber loss
huber delta 10.0

batch size num
mini batch size

envs x buffer length x num agents
batch size / mini-batch

optimizer Adam
optimizer epsilon le-5
weight decay 0
network initialization Orthogonal
use reward normalization True
use feature normalization True
num envs (SMAC) 8
num envs (GRF) 15
buffer length 400
num GRU layers 1
RNN hidden state dim 64

fc layer dim 64
num fc 2

num fc after

1

Table 5: Hyperparameter table for the MAPPO training part used in BLNS and RLNS.

B Additional Theoretical Guarantee on Convergence of MARL-LNS

In the main paper, we have provided the theorem that guarantees the convergence of MARL-LNS to
be the same as the low-level algorithm. Here we provide a stronger theorem in the case that in each
LNS iterations, the policy is updated to local optimal.

Theorem B.1. [42|]] Assume the expected cumulative reward function J is continuously differentiable
with Lipschitz gradient and convex in each neighborhood partition, and the training by the low-level
algorithm guarantees that the training happening on the i-th neighborhood is bounded by some
high-dimension vector w;. Suppose Zzoi1 w? < oo, then the following hold:
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1. If 322 |w;| = oo, then for any initial starting point of training, the training can converge
to a stationary point.

2. If ™" is optimized to optimal in each LNS iteration, then there exist some constant ¢ > 0
such that for v > 1,

7T—7Tk Cc

Mini<k<; Sup |— inf (VI « < -
cusi = (9T E ) <

Compared to the one used in the main paper, this theorem is relaxing on the assumption of the
optimality gap to be summable. However in general practice, always making the policy to optimized
to optimal in each LNS iteration will lead to an extremely long training time, thus is less preferable.
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